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BOLOM 1

MAKINE OGRENMESININ TIPTA
KULLANIM ALANLARI

Bora RESITOGLU!
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1. Makine Ogrenmesi

Yapay zeka, tibb1 gelistirme iddiasini 30 yili askin bir siiredir tasi-
maktadir ve son yillarda bu vaadi gercege doniistiirme potansiyeline sahip
teknolojik ilerlemeler kaydedilmistir. Bu ilerlemeler arasinda, bilgi isleme
giictindeki hizl1 artiglar, biiyiik veri isleme teknolojileri, elektronik saglik
kayitlarinin kullanimryla biiytik klinik veri setlerine erisim ve makine 6g-
renimi (ML) bulunmaktadir (Handelman; 2018).

Makine 6grenimi terimi, ilk olarak 1959’da o dénemin dnde gelen bil-
gisayar bilimcilerinden Arthur Samuel tarafindan ortaya atilmistir. Yapay
zeka ve makine 6grenimi terimleri genellikle birbirleriyle esanlamli olarak
kullanilir; yapay zeka, “diisiinen makine” veya otomatik karar verme gibi
genis bir kavrami ifade ederken, makine 6grenimini “bilgisayarlara acik¢a
programlanmadan 6grenme yetenegi” olarak tanimlamistir. Makine 6gre-
niminin temel prensibi, bilgisayar analizi uygulayarak girdi verilerini alan,
¢ikt1 degerlerini tahmin etmek {lizere 6nceki deneyimlerden 6grenen algo-
ritmalar1 tanitmaktir. Makine 6grenimi, bilgisayarlarin daha fazla analiz
icin kural tabanli veya korelasyon varsayimlari tasarlamak amaciyla insan
operatdrlere dayanan geleneksel istatistiksel yontemlerle ulasilmasi zor
olan kaliplar1 ve sonuglar1 aydinlatmaya yonelik olarak ortaya ¢ikmistir
(Mitchell; 1997).

ML ile siire¢ yar1 otomatiktir; bilgisayara veriler saglanir ve tahmin
dogrulugunu artirmak ve optimize etmek i¢in 6grenme ¢ercevelerine da-
yali karmasik analitik modeller olusturulur. Ancak bu, ML’nin geleneksel
istatistiklerden dogal olarak farkli oldugu anlamina gelmez, ¢iinkii birgok
yonden istatistiksel temellere dayanir veya bunlar1 benimser. islem giicii,
bellek, depolama ve benzeri goriilmemis veri zenginligindeki ilerlemeler-
den gii¢ alan bilgisayarlar, karmasik 6grenme gorevlerini yerine getirme
konusunda giderek daha fazla rol almaktadirlar ve ¢ogu zaman kayda de-
ger basarilar elde etmektedirler. Veri depolama daha biiyiik, daha ucuz ve
baglantili hale geldikten sonra, veri madenciligi ve biiylik veri analitiginin
paradigmaya entegrasyonu, makine 6greniminin kapsamini ve potansiyeli-
ni artirmigtir (Breiman; 2001).

Makine 6grenimi, bilgisayarlarin verilerden nasil bilgi edindigine
odaklanan bilimsel bir alandir. Verilerden oriintiileri ayirt etmeyi amagla-
yan istatistik ile verimli hesaplama algoritmalarin1 vurgulayan bilgisayar
biliminin kesistigi noktada ortaya ¢ikar. Matematik ve bilgisayar bilimle-
rinin bu birlesimi, milyarlarca hatta trilyonlarca veri noktasini kapsayan
devasa veri kiimelerinden istatistiksel modeller olugturmanin getirdigi
kendine 6zgii hesaplama zorluklarindan kaynaklanmaktadir. (Deo; 2015).

Ogrenme teknikleri, degiskenler arasindaki iliskileri tanimlayan ma-
tematiksel prosediirler kiimesi olan algoritmalara dayanir. Algoritmalar
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tirlerine bagl olarak farkli sekilde islese de, gelistirilmelerinde nemli
ortak noktalar vardir. Makine 6grenimi (ML) algoritmalarinin goriiniiste
ezoterik dogasina ragmen, genellikle geleneksel istatistiksel analizlerle
ince bir benzerlikten daha fazlasini paylasirlar. Istatistiksel ve makine 6g-
renimi teknikleri arasindaki ortak noktalara ragmen, ikisi arasindaki sinir
bulanik veya kotii tanimlanmis goriinebilir. Istatistiksel yontemler ¢ika-
rim yapmay1, popiilasyonlar hakkinda sonuglar ¢ikarmay1 veya temsili bir
orneklemden toplanan verilerden bilimsel dngoriiler elde etmeyi amaglar.
Dogrusal ve lojistik regresyon gibi birgok istatistiksel teknik yeni verileri
tahmin edebilirken, istatistiksel bir metodoloji olarak kullanimlar1 6ncelik-
le degiskenler arasindaki iligkiler hakkinda ¢ikarimlar yapmak i¢in motive
edilir. Ornegin, organ nakli ameliyatini takiben klinik degiskenler ve 6liim
arasindaki iligkinin modellenmesinde, diisiik ve yiliksek 6liim riskini birbi-
rinden ayiran faktorlerin anlagilmasi, sonuglart iyilestirmeye yonelik mii-
dahalelerin gelistirilmesi icin cok dnemlidir. Istatistiksel ¢ikarimda amacg,
degiskenler arasindaki iligkileri anlamaktir. Bunun tersine, makine 6greni-
minde birincil kaygi dogru tahmindir ‘nasil’dan ziyade ‘ne’. Ornegin, go-
rliintli tanimada, tahmin dogruysa, bireysel 6zellikler ile sonug arasindaki
iligki ¢cok az 6nem tasir. Bu, makine 6grenimi tekniklerinde, 6zellikle de
goriintli veya videolardaki pikseller ve cografi konum gibi girdiler arasin-
daki karmagik ve genellikle dogrusal olmayan iliskilerle ugrasirken ¢ok
onemlidir. Bu iligkileri tutarli bir sekilde tanimlamak, 6zellikle dogrusal
olmayan iligkiler ve her biri modele kiiciik bir bireysel katki saglayan ¢ok
sayida tahminciyle ugrasirken son derece zor hale gelir. Neyse ki tip ala-
ninda, viicut kitle indeksi ile diyabet riski veya tiitiin kullanimi ile akciger
kanseri arasindaki iligkiler gibi bircok ilgi ¢ekici iliski olduke¢a basittir.
Sonug olarak, etkilesimleri genellikle nispeten basit modeller kullanilarak
makul dlgiide iyi aciklanabilir (Sidey-Gibbons; 2019).

Bir makine 6grenimi siirecinin temel bir agiklamasi, histopatolojik
slaytlardan kanseri tespit etmek icin bir bilgisayarin egitilmesi 6rnegi goz
onilinde bulundurularak elde edilebilir. A¢iklamali bir bilgi tabani kulla-
narak, bilgisayar1, bir bazal membrani yoluyla hastaligin invazyonunu
temsil eden renk ve ¢izgi kombinasyonlarini tespit etmek i¢in bir kural
tabani kullanacak sekilde programlamaya calisabilir ve daha sonra yeni bir
slaytla sunuldugunda, bilgisayar programi bir giiven puani veya malignite
olasilig1 saglayabilir. Alternatif olarak, bilgisayar programinin iki kategori
arasinda en iyi ayrimi nasil yapacagin belirlemesi i¢in malign ve malign
olmayan 6rneklerden olusan bir goriintii veritabani sunulabilir ve ardindan
dogrulugunu teyit etmek icin yeni slaytlar sunularak programin basarisi
degerlendirilebilir. Eger basarili olursa, bilgisayarin sonuglara ulagsma sii-
reci, nihai sonucu tahmin etmede mevcut bilgi ve kural tabanli sistemimiz-
den daha iyiyse daha az 6nem tasir (Mangasarian; 1995)
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2. Makine Ogrenmesinin Tipta Kullanim

Yapay zekanin tibba uygulanmasinin 1970’lere kadar uzanan uzun
gecmigine ragmen, birgok tip uzmani ML kavramini, potansiyel uygula-
malarini veya kendi uzmanlik alanlarinda ML ile ilgili kapsaml1 literatiirii
bilmemektedir. Simdiye kadar tamamlanan ¢alismalar, makine 6grenimi-
nin benimsenmesi ve uygulanmasi yoluyla arastirmada tahmin ve gorsel-
lestirme kalitesini artirma potansiyeline isaret etmektedir. Bir¢cok ¢alisma,
makine 6grenen araclarin veri bilimi ve istatistik temellerini detayl bir se-
kilde agiklamistir. Ancak, degerlendirme ve uygulama iizerine odaklanan
caligmalar olduk¢a sinirlidir. (Antoniou; 2021)

Makine 6grenimi saglik alaninda ¢esitli uygulamalara sahiptir. Bu uy-
gulamalar zaman alic1 ve karmagik gorevleri kolaylastirabilir. Makine 6g-
renimi, daha hizli iglemcilerin tasarlanmasi ve dijital saglik verilerine eri-
sim alanindaki ilerlemelerle birlikte saglik hizmetleri siirecini iyilestirecek
firsatlar sunmaktadir. Bu teknolojiler maliyetleri diistiriirken, ilag kesfini
hizlandirabilir ve tedavi sonuglarini iyilestirebilir. Makine 6grenimi, tip
alanindaki uygulamalar {i¢ kategoriye ayirabiliriz: mevcut tibbi yapilarin
iyilestirilmesi, tibbi yapilarin kisisellestirilmesi ve bagimsiz tibbi yapilar.
Bu uygulamalar, medikal alanda mevcut yapilarin performansini iyilestirir,
tibbi tedavileri kisisellestirir ve bagimsiz olarak kararlar alabilirler. Bu ne-
denle, gelecekteki saglik hizmetlerinde robotlarin rolii 6nemli olacak gibi
goriinmektedir. Ancak bu yeni teknolojinin baz1 zayifliklar1 ve kusurlar
oldugu i¢in hala gelistirilmeye devam edilmelidir. (Rahmani; 2021)

Makine 6grenmesi glinlimiizde saglikta bir¢ok alanda aktif olarak ca-
lisilmaktadir. Hastaliklarin tani ve teshisi (Kanser, Influenza, Sepsis, Kro-
nik Obstriiktif Ak¢iger hastaligi vb.) tibbi goriintiilemede kullanimlar ve
diabet riski hesaplanmasi gibi ¢alismalar bunlarin baglicalaridir. Bu baglik-
larda bazilarina deginecek olursak.

2.1 Kanser

Kanser, birgok farkli alt tipten olusan heterojen bir hastalik olarak
nitelendirilmektedir. Bir kanser tiiriiniin erken teshisi ve prognozu, has-
talarin daha sonraki klinik ydnetimini kolaylastirabileceginden, kanser
aragtirmalarinda bir gereklilik haline gelmistir. Kanser hastalarini yiiksek
veya digiik riskli gruplar halinde simiflandirmanin 6nemi, biyomedikal
ve biyoinformatik alanindan bir¢ok arastirma ekibinin makine 6grenimi
yontemlerinin uygulanmasini incelemesine yol agmistir. Bu nedenle, bu
teknikler kanserli durumlarin ilerlemesini ve tedavisini modellemek ama-
ctyla kullanilmistir. Buna ek olarak, makine 6grenimi araglarinin karmagik
veri kiimelerinden temel 6zellikleri tespit etme yetenegi de onemini ortaya
koymaktadir. ML tekniklerinin bir¢ogu, kanser arastirmalarinda éngoriicii
modellerin gelistirilmesi i¢in yaygin olarak uygulanmis ve etkili ve dogru
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karar verme ile sonuglanmistir. Makine 6grenimi yontemlerinin kullanimi-
nin kanserin ilerleyisine iligskin anlayigimizi gelistirebilecegi acik olsa da,
bu yontemlerin glinliik klinik uygulamada dikkate alinabilmesi i¢in uygun
bir dogrulama seviyesine ihtiya¢ duyulmaktadir. T1ip alaninda yeni tekno-
lojilerin ortaya ¢ikmastyla birlikte, biiylik miktarda kanser verisi toplanmis
ve tibbi aragtirma toplulugunun kullanimina sunulmustur. Bununla birlik-
te, bir hastaligin sonucunun dogru bir sekilde tahmin edilmesi, hekimler
icin en ilging ve zorlu gorevlerden biridir. Sonug olarak, makine dgrenimi
yontemleri tip aragtirmacilari i¢in popiiler bir arag haline gelmistir. Bu tek-
nikler, bir kanser tiiriiniin gelecekteki sonuglarimi etkili bir sekilde tahmin
edebilirken, karmasik veri kiimelerinden kaliplar1 ve aralarindaki iliskile-
1i kesfedebilir ve tamimlayabilir. ML tekniklerinin uygulanmasiyla kanser
tahmin sonuglarinin dogrulugu son yillarda %15-%20 oraninda 6nemli 61-
clide artmistir. Bir hastaligin prognozunun basarisi siiphesiz tibbi teshisin
kalitesine baglidir; ancak prognostik bir tahmin basit bir teshis kararindan
daha fazlasini dikkate almalidir. (Kourou; 2015, Cruz; 2006)

Kanser prognozu/dngoriisii ile ugrasirken tic 6ngorii gorevi s6z konu-
sudur:

1. Kansere yatkinligin 6ngoriilmesi (risk degerlendirmesi)
2. Kanser niiksiiniin/lokal kontroliin 6ngoriilmesi

3. Kanserde sagkalimin 6ngoriilmesi.

Gecmiste, hekimler tarafindan kullanilan tipik bilgiler, kanser progno-
zuna iliskin makul bir kararla sonuglanmakta ve histolojik, klinik ve popii-
lasyona dayali verileri igermekteydi. Aile oykiisii, yas, diyet, kilo, yiiksek
riskli aliskanliklar ve ¢evresel kanserojenlere maruz kalma gibi 6zelliklerin
entegrasyonu kanser gelisiminin dngoriilmesinde kritik bir rol oynamakta-
dir. Bu tiir makro 6lcekli bilgiler, standart istatistiksel yontemlerin tahmin
amaciyla kullanilabilmesi i¢in az sayida degiskene atifta bulunsa da, bu
tiir parametreler saglam kararlar almak i¢in yeterli bilgi saglamamaktadir.
Genomik, proteomik ve goriintiileme teknolojilerinin hizla gelismesiyle
birlikte yeni bir tiir molekiiler bilgi elde edilebilmektedir. Molekiiler biyo-
belirtegler, hiicresel parametreler ve belirli genlerin ifadesinin kanser tah-
mini i¢in ¢ok bilgilendirici gostergeler oldugu kanitlanmistir. Giiniimiizde
bu tiir Yiiksek Verimli Teknolojilerin (HTT’ler) varlig1, toplanan ve tibbi
arastirma toplulugunun kullanimina sunulan ¢ok biiylik miktarlarda kanser
verisi lretmistir. Makine 6grenmesinin kullanildigi kanser ¢alismalarina
ornek verecek olursak (Ayer; 2010, Bach; 2003, Ren; 2013, Listgarten;
2004, Tharwat; 2022, Kadir; 2018);
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Goglis Kanseri
Multipl Miyelom
Kolon Kanseri

Ag1z Kanseri
Rahim Agz1 Kanseri
Akgiger Kanseri

Kanser arastirmalari, oldukga fazla toplumsal etkileri olan 6nemli bir
alandir. Kanser ¢aligmalarinda makine 6grenimi kullanimi, kanser tiirleri-
nin smiflandirilmasi ve tahmini, ilag yanit1 ve tedavi stratejileri gibi kan-
serle ilgili sorunlarin kiyaslamasi da dahil olmak {izere cesitli yonlerden
yiiksek potansiyel gdostermektedir. ML modelleri, belirli ilaglarin klinik
etkinligini ve belirli hastalar i¢in uygun tedavi tekniklerini tahmin etmek
icin de kullanilabilir. Buna gore, Menden ve arkadaglari, kanser hiicre hat-
larinin IC50 degerleri boyunca 6lgiilen tibbi tedaviye tepkisini hesaplamak
icin ML modelleri, gelistirmistir. Tahmin siireci, s6z konusu ilaglarin kim-
yasal ozelliklerine ve hiicre hatlarinin genomik 6zelliklerine dayanmakta-
dir. IC50 profilinin tahmin edilmesinde her bir hiicrenin genomik arka pla-
n1 dikkate alinmigtir. Calismalarina dayanarak, binlerce ilacin potansiyel
etkinligi, olusumlarina bagli olarak anti-tiimdr ajanlari olarak test edilebilir
(Shehab; 2022, Menden; 2013).

2.2 T1ibbi Goriintiileme

Goriintiileme ve bilgisayar alanindaki ilerlemeler, yapay zekanin risk
degerlendirmesi, tespit, tani, prognoz ve tedavi yanit1 gibi ¢esitli radyolo-
jik goriintilleme gorevlerinde potansiyel kullaniminda hizli bir artiga ne-
den olmustur. Hastaliklarin etkili tan1 ve tedavisi, klinik, molekiiler, go-
rintiileme ve genomik veriler (yani ¢esitli “-omik™ veriler) igeren birden
fazla hasta testinden gelen bilgilerin entegrasyonuna dayanir. Radyomik,
CADx’in (Bilgisayar Destekli Tan1) bir genislemesi olarak, goriintiilerin
madenlenebilir verilere doniistiiriilmesi seklinde tanimlanmistir. Radyo-
mik verilerin elde edilmesi, bir timoriin arka plandan bilgisayarla segmen-
tasyonu ve ardindan gesitli tiimor 6zelliklerinin bilgisayar tarafindan ¢1-
karilmasi islemini igerebilir. Kantitatif radyomigin nihai faydalari, hassas
tip i¢in tahmine dayali goriintii tabanli hastalik fenotipleri veya kesif i¢in
diger -omik verilerle veri madenciligi yapilabilecek kantitatif goriintii ta-
banli fenotipler saglamaktir. (Giger; 2018)

Makine 6greniminin (ML) kullanimu, tibbi goriintiileme alaninda hizla
artmaktadir. Bu artis, bilgisayar destekli tespit (CADe) ve teshis (CADXx),
radyomik ve tibbi goriintii analizi gibi alanlarda dikkat ¢ekicidir. Bunun
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temel nedeni, tibbi goriintiilerdeki lezyonlar ve organlar gibi nesnelerin,
basit bir denklem veya modelle dogru bir sekilde temsil edilmesi i¢in ge-
nellikle ¢ok karmasik olmasidir. Ornegin, bir akciger nodiilii genellikle
kat1 bir kiire olarak modellenir, ancak ¢esitli sekillerde ve homojen olma-
yan yapida nodiiller, 6rnegin spikiiler nodiiller ve buzlu cam nodiiller de
mevcuttur. Benzer sekilde, bir kolon polibi genellikle yuvarlak bir nesne
olarak modellenirken, diiz sekilli kolorektal lezyonlar da vardir.

Makine 6grenimi (ML) ile 6zellik bazl giris (6zellik tabanli ML, yay-
gin siniflandiricilar) kullanilarak yapilan bir¢ok ¢alisma, tibbi goriintiileme
alanindaki uygulamalara odaklanmistir. Bu uygulamalar arasinda akciger
nodiillerinin akciger grafisinde (CXR) ve torasik BT de tespiti, akciger no-
diillerinin CXR ve torasik BT goriintiilerinde benign veya malign olarak
siniflandirilmasi, mamografide mikrokalsifikasyonlarin tespiti, kitlelerin
tespiti ve benign veya malign olarak siniflandirilmasi, BT kolonoskopi-
sinde polip tespiti ve beyin MRG’sinde anevrizmalarin tespiti gibi konular
bulunmaktadir. Mamografi goriintiilerinde 6znel benzerlik dl¢iisiiniin be-
lirlenmesi gibi regresyon problemleri i¢in ML uygulamalar1 da rapor edil-
mistir (Suziki; 2017).

Makine 6grenmesinin Radyolojik uygulamalarina bagliklar halinde
bakacak olursa;

1. Goriintii siniflandirma: Radyologlarin temel gorevlerinden biri, her
hastanin tibbi goriintiileri i¢in uygun bir diferansiyel tan1 koymaktir ve bu
smiflandirma gorevi, bir hastaligin varligimi veya yoklugunu belirlemek-
ten, malignite tlirlinii tanimlamaya kadar genis bir yelpazeyi kapsar. Son
zamanlarda tanitilan Derin Sinir Aglar1 (DNN), 6zellikle Evrisimli Sinir
Aglar1 (CNN) gibi makine dgrenmeleri, tiiberkiiloz, diyabetik retinopati
ve cilt kanserleri teshisi gibi ¢esitli tibbi uygulamalarda goriintii tabanl
siniflandirma performansini artirmistir.

2. Nesne tespiti: nesnelerin bulunmasi ve kategorize edilmesidir. Bi-
yomedikal goriintiilerde, tespit teknigi, hastanin lezyonlarinin bulundugu
alanlar1 kutu koordinatlar1 olarak belirlemek i¢in de kullanilir.

3. Gorilintii Segmentasyonu ve Kaydi: Tibbi goriintiiler ¢ok miktarda
bilgi sagladigindan, ¢esitli otomatik segmentasyon ve kaydetme algorit-
malar1 klinik ortamlarda kullanilmasi i¢in incelenmis ve dnerilmistir. Son
yillarda, derin 6grenme teknolojisi tibbi goriintiileri analiz etmek i¢in ¢e-
sitli alanlarda kullanilmis ve segmentasyon ve kaydetme gibi uygulamalar-
da miikemmel bir performans sergilemistir.

4. Gorintii Uretimi

5. Goriintli Doniisimii
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3. Makine Ogrenmesinin Tipta Kullamminin Kisitlamalari ve
Etik Kaygilar

Gozlemlenmistir ki, makine 6grenimi biiyiik 6l¢tide geleneksel, insan
odakli ¢ozlimleri daha verimli ve tutarh bir sekilde taklit etme konusunda
basarili olmustur. Ancak algoritmalar genellikle uzman goriistinii “dogru
veri” olarak kullanarak egitildiginden, makine 6grenimi, problemlerin ya
da dogruluk Olgiitlerinin iyi tanimlanmadig1 durumlarda sinirli bir yarar
saglar. Sonug olarak, makineler insan davranigini tekrarlama, otomatikles-
tirme ve standartlastirma konularinda miikemmel performans gosterebilse
de, tanim, degerlendirme ve yargilama gibi kavramsal klinik zorluklar hala
insan zekasi ve i¢goriisii alaninda kalmaktadir. Kullanilabilir veri setleri,
belirli bir tibbi durum i¢in klinik durumu yalnizca kismen yansitarak veri
seti yanliligina yol acabilir. Ornegin, bir popiilasyon ¢aligmasi kapsaminda
toplanan bir veri seti, hastanede tedavi goren kisilerden (hastaligin daha
yiiksek goriilme orani) farkli 6zellikler gosterebilir. Arastirmacinin bu yan-
liliktan haberdar olmamasi, ¢alismanin 6nemli eksikliklere sahip olmasina
yol agabilir. Veri seti yanliligi, karar modeli olusturmak i¢in kullanilan ve-
rilerin (egitim verileri) dagiliminin, uygulanacag verilere (test verileri) ki-
yasla farklilik gostermesi durumunda ortaya ¢ikar. Klinik agidan ilgili tah-
minleri degerlendirmek i¢in test verileri, egitim verilerinin rastgele bir alt
kiimesi yerine, ger¢ek hedef popiilasyonu yansitmalidir. Bu uyumsuzluk,
algoritmalarin testlerde yiiksek performans gostermesine ragmen gercek
diinyada kotii performans sergilemesine neden olabilir. Tibbi goriintiileme
alaninda, veri seti yanlilig1 gogiis rontgenlerinde, retinal goriintiilemede,
beyin goriintiilemede, histopatolojide veya dermatolojide kendini goster-
mistir. Bu tiir yanliliklar, farkli kaynaklardan gelen veri setleri tizerinde
bir model egitilip test edildiginde ve kaynaklar arasinda bir performans
diistisii gozlemlendiginde ortaya ¢ikar. (Jarrett; 2019)

FDA (U.S. Food and Drug Administration) tarafindan makine 6greni-
mi tabanly, biiyiik veri kiimelerinden 6grenebilen ve programlanmadan tah-
minler yapabilen otonom bir yapay zeka teshis sisteminin onaylanmasiyla,
ML saglik uygulamalari, gelecekteki ¢ekici bir olasilik olmaktan giiniimiiz
klinik gergekligine gecis yapti. Kesinlikle, ML saglik siirecleri, kalite, ma-
liyet ve erisim iizerinde biiyiik bir etki yaratacak ve bu siirecte saglik bag-
laminda belirli ve belki de benzersiz etik diisiinceler ve endiseler ortaya
cikacaktir. Makine 6grenmesinde karsilagilabilecek etik endiselere 6rnek
verecek olursak, ML’de kullanilan biiyiik veri kiimelerinin nasil satildigi
ve kullanildig1, kisisel verilerin gizliliginin ihlali ve Onyargil egitim veri-
si nedeniyle tahmin skorlarinin basarisiz oldugu durumlar verilebilir. ML
calismalarinda Irksal ayrimeilik yasandigi goriilmiistiir. Ornegin, yargicla-
r1 ceza verilmesinde yonlendirmek amaciyla tasarlanan ML programlari,
irksal ayrimcilik egilimi gostermistir (Char; 2020).
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Tarihsel olarak, algoritmik adalet, korunan kimlikler arasinda tibbi ko-
sullarda farkliliklara yol agan biyolojik, ¢cevresel ve sosyal faktorler arasin-
daki karmasik nedensel iliskileri hesaba katmamistir. Sagligin sosyal belir-
leyicileri, 6zellikle risk modelleri i¢in 6nemli bir rol oynamaktadir. Sosyal
ve yapisal faktorler, kesisen birden fazla kimlikte saglig: etkilemektedir,
ancak sosyal belirleyicilerin saglik sonuglarmi etkileme mekanizmalar
her zaman iyi anlagilamamaktadir. Farkliligin her zaman esitsizligi bera-
berinde getirmedigi ger¢eginden kaynaklanan ilave komplikasyonlar s6z
konusudur. Bazi durumlarda, kimlikler arasindaki farkliliklar1 dahil etmek
uygundur ¢iinkii makul bir nedensellik varsayimi vardir. Ornegin, cinsi-
yetler arasindaki biyolojik farkliliklar farmakolojik bilesiklerin etkinligini
etkileyebilir; bu farkliliklarin regete yazma uygulamalarina dahil edilmesi
bu regeteleri adaletsiz hale getirmez. Ancak, nedensel olmayan faktorlerin
tavsiyelere dahil edilmesi, mevcut esitsizlikleri yeniden tanimlayarak ve
etkilerini siddetlendirerek esitsiz muameleyi yaygimlastirabilir. Modelle-
rin, sonugla nedensel bir iliskisi olmayan korunan kimliklere gore farkli
bakim standartlarii tesvik etmesine izin vermemeliyiz. Bununla birlikte,
bir¢ok durumda farkliligi kabul etmek ile ayrimcilig1 yaymak arasinda ay-
rim yapmak zordur. (McCradden; 2020)

Makine 6grenimi algoritmalar1 en basindan beri tibbi veri kiimele-
rini analiz etmek icin tasarlanmis ve kullanilmistir. Giiniimiizde makine
Ogrenimi, akilli veri analizi i¢in bircok vazgegilmez ara¢ saglamaktadir.
Ozellikle son birkag yilda dijital devrim, verilerin toplanmasi ve depolan-
mast i¢in nispeten ucuz ve kullanilabilir araglar sagladi. Modern hastaneler
izleme ve diger veri toplama cihazlariyla iyi bir sekilde donatilmistir ve
veriler biiylik bilgi sistemlerinde toplanmakta ve paylasilmaktadir. Makine
Ogrenimi teknolojisi su anda tibbi verileri analiz etmek i¢in ¢cok uygun-
dur ve oOzellikle kii¢iik 6zel teshis problemlerinde tibbi teshis konusunda
cok fazla ¢alisma yapilmaktadir. Makine 6grenimi saglikta gdzetim, teshis
ve tedavi siireglerini hizlandirip kolaylastirabilir. Bununla birlikte, maki-
ne dgrenimini tibbi verilere uygulayan binlerce makaleye ragmen, ¢ok azi
klinik bakima 6nemli katkilarda bulunmustur. Bu etki eksikligi, makine
Ogreniminin diger bir¢ok sektordeki 6nemli 6nemi ile keskin bir tezat olug-
turmaktadir.
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Introduction

The concept of neuroplasticity was first introduced in the late 19th
century by Italian neurologist Camillo Golgi and Spanish neurologist San-
tiago Ramon y Cajal (1). Considered a pioneer of modern neuroscience,
Ramon y Cajal proposed the neuron doctrine, which posited that neurons
are independent structures with a limited capacity for structural adapta-
tion. However, Cajal believed that this adaptive capacity was particularly
restricted in the adult brain (2). In the mid-20th century, the understand-
ing of neuroplasticity made significant progress with the work of Donald
Hebb. In his 1949 book The Organization of Behavior, Hebb proposed that
learning and memory are associated with synaptic modifications (3). This
idea is now widely known as Hebb’s Rule: “Neurons that fire together,
wire together.” Hebb’s approach laid the foundation for the modern un-
derstanding of neuroplasticity, suggesting that synaptic activity can lead
to structural and functional changes in neural circuits. During the 1960s
and 1970s, experimental evidence for neuroplasticity grew, with signifi-
cant contributions from researchers such as Michael Merzenich and Paul
Bach-y-Rita. Merzenich’s pioneering studies on plasticity in the sensory
cortex, in particular, demonstrated the brain’s capacity for reorganization
in response to environmental changes (4). During the same period, Paul
Bach-y-Rita’s work on sensory plasticity laid a crucial foundation for the
clinical applications of neuroplasticity (5). These findings established the
modern basis for neuroplasticity research, emphasizing the brain’s lifelong
ability to structurally and functionally adapt. Neuroplasticity is an extraor-
dinary property that drives the brain’s processes of adaptation, reorganiza-
tion, and recovery in response to environmental changes. This dynamic na-
ture supports fundamental cognitive functions such as learning, memory,
and behavior, as well as functional recovery following injuries. However,
neuroplasticity is a double-edged sword: while it enhances resilience, it
also exposes the brain’s vulnerability under adverse conditions. In partic-
ular, ischemic and traumatic brain injuries can lead to detrimental changes
referred to as “negative neuroplasticity,” which contribute to cognitive and
neurological decline (6). Operating across multiple scales, from molecular
and synaptic levels to cellular and network levels, neuroplasticity show-
cases the brain’s remarkable capacity for reorganization. Mechanisms such
as long-term potentiation (LTP) strengthen synaptic connections, forming
the biological basis for learning and memory (7). However, these processes
can lead to abnormal outcomes due to disruptions in signaling pathways or
deficiencies in protein synthesis (8). Mitochondria and neurotrophins play
central roles in these adaptive processes. Beyond energy production, mi-
tochondria generate signaling molecules such as reactive oxygen species
(ROS), proteins, and lipid mediators, which regulate synaptic remodeling
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and neuronal differentiation (9). Mitochondrial dysfunction contributes to
impaired neuroplasticity in various neurological disorders, including Alz-
heimer’s disease, Parkinson’s disease, psychiatric disorders, and stroke
(10). Brain-derived neurotrophic factor (BDNF) plays a pivotal role in reg-
ulating synaptic plasticity and preventing neurodegenerative diseases (11).
By modulating mRNA transport along dendrites and its translation at the
synapse, BDNF contributes to long-term changes in the synaptic proteome
(12). In addition, the effects of stress hormones on the hippocampus reflect
the complex interplay between neuroplasticity and external factors. Stress
hormones shape brain functions across a broad spectrum, from gene ex-
pression to synaptic transmission, thereby influencing learning and memo-
ry (13, 14). Glucocorticoid resistance is a significant link in stress-related
mental illnesses, and its effects on neuroplasticity have also been examined
(15). The science of connectomics enables us to understand the functional-
ity of the brain’s large-scale adaptive networks and allows for a higher-lev-
el analysis of how neuroplasticity impacts disease mechanisms (16). Over
the past six decades, research on neuroplasticity mechanisms has made
significant advancements. Innovations in biochemistry, molecular biology,
and genetics have opened new horizons in understanding the adaptive and
maladaptive forms of neuroplasticity (8). In the future, a deeper under-
standing of the fundamental principles of neuroplasticity will pave the way
for innovative strategies in rehabilitation and the treatment of neurological
disorders. Rehabilitation processes aim to reestablish connections between
neurons—essentially rewiring the brain. This knowledge is critical not
only for understanding brain functions but also for preventing and treating
cognitive and neurological decline.

Electrobiophysical Basis of Synaptic Plasticity

The primary mechanism of neuroplasticity, synaptic plasticity, oper-
ates through changes in synaptic strength such as long-term potentiation
(LTP) and long-term depression (LTD). These changes are driven by the
synchronized activation of pre- and postsynaptic neurons, leading to struc-
tural modifications in synapses, dendritic spines, and axons (17, 18). In
other words, synaptic plasticity refers to the nervous system’s ability to
adapt to environmental changes and experiences by altering the strength
and structure of connections between neurons. This mechanism under-
pins learning, memory, and adaptation processes, encompassing both the
structural and functional aspects of neuroplasticity. Processes such as syn-
aptogenesis strengthen or remodel synaptic connections, maintaining the
dynamic architecture of neuronal networks. Understanding these process-
es is critical for improving brain functions and developing treatments for
neurological disorders (19-22).
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Hebbian Plasticity: LTP and LTD

The mechanisms of synaptic plasticity can be explained through two
primary processes: long-term potentiation (LTP) and long-term depression
(LTD). LTP enhances the efficiency of communication between neurons
by increasing synaptic strength. Bliss and Lomo (1973) described the LTP
process by observing a sustained increase in synaptic strength following
high-frequency stimulation in the dentate gyrus of the hippocampus (23).
This process involves structural changes such as calcium-dependent ac-
tivation of NMDA receptors, an increase in the size of postsynaptic den-
dritic spines, and an expansion of the postsynaptic density (PSD) area.
These changes strengthen synaptic transmission and support learning and
memory processes (24-26). In contrast, LTD reduces synaptic strength and
decreases the efficiency of signal transmission. This process maintains
synaptic homeostasis by weakening underused synapses. LTD represents
a mechanism in which reduced synaptic activity leads to the shrinkage or
elimination of dendritic spines (19, 22, 27, 28). Both LTP and LTD regulate
synaptic strength within the framework of Hebbian plasticity principles.
According to this principle, synapses that are active simultaneously are
strengthened, while inactive synapses are weakened (29, 30).

Role of Glial Cells in Synaptic Plasticity

Synaptic plasticity encompasses not only the strengthening or weak-
ening of neuronal connections but also the critical role of glial cells in
these processes. Astrocytes and microglia interact continuously with neu-
rons, regulating synaptic activity. The “tripartite synapse” model describes
the influence of presynaptic, postsynaptic, and perisynaptic astrocytic pro-
cesses on synaptic activity. Furthermore, as the role of microglia in syn-
aptic regulation has become better understood, the “quad-partite synapse”
model has been developed (31-33). Glial cells, with their capacity to rap-
idly respond to environmental changes, maintain synaptic homeostasis and
support neuroplasticity (34, 35). Understanding the mechanisms of neuro-
plasticity offers promising opportunities for enhancing brain function and
treating neurological disorders. While synaptic plasticity plays a central
role in learning, memory, and adaptation, factors such as aging, injury, and
neurodegenerative diseases can limit this capacity. Gaining deeper insights
into these mechanisms can enable the development of therapeutic strate-
gies to support the dynamic structure of the nervous system. In conclusion,
synaptic plasticity and neuroplasticity are critical for understanding adap-
tive mechanisms in the brain and integrating this knowledge into clinical
applications (21, 23, 24, 30).
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Role of Calcium Signaling in Neural Adaptation

Calcium signaling is a critical component of the pathways that medi-
ate neuroplasticity. It functions as a versatile regulator of neural adaptation,
forming the foundation for numerous processes, including neurogenesis,
synaptic plasticity, gene expression, and neurodegeneration. This mech-
anism not only guides complex cellular and molecular processes during
neural development but also plays a crucial role in enabling functional
adaptation in the adult brain.

Calcium Signaling in Neurodevelopment

The development of the nervous system occurs through a series of
carefully choreographed steps, during which neural stem/progenitor cells
(NSCs) proliferate, migrate significant distances from germinal centers to
their targets, and ultimately differentiate into billions of neurons and glial
cells that populate the brain. As these events unfold, rthythmic bursts of
Ca?* signaling in developing cells direct specific cellular Ca?" responses
that influence each step of the process. Cellular Ca** signals regulate nearly
every aspect of neural development, including neurogenesis, proliferation,
migration, and differentiation. A diverse array of Ca*" signaling proteins
expressed in the developing brain generates various Ca?" signals to support
these processes (36). In NSCs, sustained and oscillatory Ca** signals medi-
ated by CRAC channels (Orail and STIM1—Stromal Interaction Molecule
1) promote gene expression and cell division (37-40). During this process,
acetylcholine receptors (mAChRs—Muscarinic Acetylcholine Receptors
and nAChRs—Nicotinic Acetylcholine Receptors) enhance Ca*" influx,
activating MAPK (Mitogen-Activated Protein Kinase) and ERK (Extra-
cellular Signal-Regulated Kinase) signaling cascades to reinforce prolifer-
ation (41-47). Additionally, TRP (Transient Receptor Potential) channels
and glutamatergic signaling play significant roles in the proliferation of
neural progenitors (48, 49). Voltage-gated Ca** channels contribute to NSC
development during later stages, supporting proliferation (50, 51). The reg-
ulation of calcium signaling occurs through various cell-surface receptors.
Extracellular agonists (Ag) activate Ca*" signaling pathways by binding
to G protein-coupled receptors (GPCRs) such as mGIluR (Metabotropic
Glutamate Receptors), mAChR (Muscarinic Acetylcholine Receptors),
and P2YR (Purinergic P2Y Receptors), as well as receptor tyrosine kinas-
es (RTKs) such as Trk (Tropomyosin Receptor Kinase) and ErbB (Eryth-
roblastic Leukemia Viral Oncogene Homolog B) receptors (36). GPCRs
activate phospholipase C (PLC)-B, whereas RTKs activate PLC-y. PLC
generates inositol triphosphate (IPs), which triggers Ca** release from endo-
plasmic reticulum (ER) stores through IPsR (Inositol 1,4,5-Trisphosphate
Receptors) channels (36). Upon depletion of these stores, STIM1 detects
the loss of Ca?* in the ER and facilitates extracellular Ca** entry via CRAC
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(Calcium Release-Activated Calcium) channels (36). Additionally, other
Ca*-permeable channels, such as voltage-gated Ca>" channels (VOCCs),
NMDA receptors (NMDARSs), and nicotinic ACh receptors (nAChRs),
regulate the influx of calcium signals into the cell (52-56). As seen, Ca**
signaling functions in an integrated manner with both intracellular mech-
anisms and external environmental factors during these processes. Migra-
tion, another crucial step in neurodevelopment, involves the movement of
NSCs to their target brain regions. Low-to-moderate levels of Ca** signals
support migration, whereas high levels halt motility, enabling cells to an-
chor at their target sites (57). External factors such as purinergic agonists,
growth factors (e.g., NRG1), and chemokines regulate directed migration
by increasing intracellular Ca** levels (58). Specifically, NRG1/ErbB4 sig-
naling promotes neuronal progenitor migration by activating Ca®" release
and CRAC channels (58). During migration, localized polarization of Ca?*
transients ensures proper directional guidance (59). Once NSCs reach their
target regions, elevated Ca?* signaling ceases mobility and initiates the dif-
ferentiation process (57). Differentiation represents another critical stage in
neurodevelopment driven by Ca" signaling. Spontaneous Ca?* oscillations
and activity-dependent Ca*" influx through voltage-gated N- and L-type
channels regulate processes such as axonal pathfinding, dendritic protru-
sion formation, and neurotransmitter specification (36). These Ca*" sig-
nals support the expression of ion channels and neurotransmitter receptors,
contributing to the determination of neuronal phenotype (60). For instance,
GABAergic signaling and the activation of voltage-gated Ca®" channels
suppress proliferation while activating transcription factors such as Neu-
roD, thereby promoting neuronal differentiation (61). Additionally, activi-
ty-dependent Ca?* signals shape the genetic programs of cells in response
to environmental cues, optimizing brain development. These processes
regulate gene expression pathways by activating transcription factors such
as CREB, NFAT, NeuroD, and DREAM, which support the proliferation,
migration, and differentiation of neural progenitor cells (62-68). During
nervous system development, neural progenitors and epidermal progeni-
tors are derived from the ectoderm, a process tightly regulated by calci-
um signaling during gastrulation. Calcium signals in dorsal ectoderm cells
exhibit temporal and spatial characteristics that influence every stage of
neural formation (69, 70). Studies in model organisms such as zebrafish
and Xenopus have shown that calcium waves observed during gastrulation
are associated with neural fate determination (71-75). In this process, the
function of calcium channels, particularly DHP-Ca?*" channels, is critically
important, and their expression is required for neural formation (74, 76).
Inhibition of DHP-Ca?*" channels disrupts calcium transients and cellular
Ca?" levels, leading to reduced expression of early neural genes and abnor-
malities in brain structures (74, 75, 77). These findings highlight the regu-
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latory role of calcium in vertebrate neurogenesis and demonstrate that this
mechanism is evolutionarily conserved. The regulation of neural formation
is driven not only by the direct effects of calcium but also by interactions
between different signaling pathways. Evidence from Xenopus and mouse
models indicates that mechanisms governing neural formation involve
crosstalk, including the inhibition of the BMP signaling pathway, activa-
tion of the FGF/Erk pathway, and control of calcium homeostasis (78).
In amphibians, intracellular Ca** increases during neural induction occur
via voltage-operated Ca** channels (VOCCs) and TRPC channels, whereas
in mouse embryonic stem cells (ESCs), this process is regulated by Ca**
release from the endoplasmic reticulum and the SERCA2 pump (79). In
both models, Ca*" signals influence neural fate determination by inhibiting
the BMP signaling pathway and modulating Erk phosphorylation. In am-
phibians, stimulants like caffeine enhance the expression of neural genes,
whereas in mouse ESCs, Ca** signals are predominantly derived from in-
ternal stores (80, 81). These differences highlight the diversity of mecha-
nisms between amphibians and mammals while underscoring the central
role of calcium in neural induction across both models. These regulato-
ry mechanisms continue to influence later stages of neural development.
Neural development encompasses the proliferation, differentiation, and
maturation of neural progenitors, all of which are tightly regulated by cal-
cium signaling. During the proliferation of neural progenitors, Ca*" waves
mediated by ATP occur in radial glial cells within the ventricular zone,
controlling the cell cycle. Calcium entry has been shown to be regulated
through mechanisms involving TRPC1 channels and IPs receptors (82).
In the differentiation of neural progenitors into neurons, calcium release
channels such as RyR-2 play a critical role, along with contributions from
GABA receptors and DHP-Ca?* channels (83, 84). Additionally, extracel-
lular calcium has been found to regulate neurite outgrowth and branching
via the extracellular calcium-sensing receptor (CaSR) (85).

Calcium Homeostasis in Glial and Neuronal Function

Following neurons, radial glial progenitors differentiate into glial
cells, such as astrocytes and oligodendrocytes. During this process, calci-
um signaling regulates the balance between gliogenesis and neurogenesis.
In astrocyte formation, proteins such as presenilins control Ca?>* homeosta-
sis and influence gliogenesis by suppressing the transcription of genes like
GFAP (Glial Fibrillary Acidic Protein) (86). Neurotrophic cytokines and
molecules such as PACAP (Pituitary Adenylate Cyclase-Activating Poly-
peptide), a neuropeptide that regulates processes including nervous system
development and cell differentiation, promote astrocyte differentiation.
This is achieved via mechanisms like the JAK-STAT (Janus Kinase-Signal
Transducer and Activator of Transcription) pathway, which plays a crucial
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role in cell signaling and gene expression regulation mediated by Ca** sig-
nals (87, 88). In oligodendrocyte specification, calcium-sensing receptors
(CaSR) and voltage-dependent Ca*" channels are critical. Activation of
these receptors supports progenitor cell proliferation and maturation (89,
90). Calcium acts as both an intracellular second messenger and an extra-
cellular first messenger in these processes. In astrocytes, calcium signaling
regulates mechanisms that support synaptic transmission and contribute
to neuronal plasticity (91). Meanwhile, microglia maintain neural tissue
homeostasis by regulating inflammatory responses (92). In addition to
these processes, disruptions in calcium homeostasis are associated with
neurodegenerative diseases and aging. In Alzheimer’s disease, dysregu-
lation of calcium homeostasis has been linked to amyloid-beta accumu-
lation, increasing the risk of neuronal death (93). In Parkinson’s disease,
calcium-dependent dysfunctions in dopaminergic neurons contribute to
neurodegeneration (94).

Conclusion

Calcium signaling functions as a versatile regulator across a wide
spectrum of processes, ranging from the development of the nervous sys-
tem to synaptic plasticity and neurodegeneration. Diverse calcium entry
pathways, including CRAC channels, GPCR and RTK signaling pathways,
and voltage-gated Ca** channels, emerge as fundamental mechanisms driv-
ing cellular responses. These pathways operate in integration with genetic
programs and environmental signals, playing critical roles in both brain
development and regeneration processes following brain injury.

Processes such as long-term potentiation (LTP) and long-term depres-
sion (LTD), which form the biological basis of synaptic plasticity, lie at
the core of mechanisms underlying learning, memory, and adaptation. The
influence of calcium signaling on these mechanisms is of paramount im-
portance for maintaining normal brain functions and understanding dis-
ruptions that occur in pathological conditions, such as neurodegenerative
diseases. Disruptions in calcium homeostasis have been shown to contrib-
ute to the progression of neurological disorders like Alzheimer’s and Par-
kinson’s diseases.

In summary, calcium signaling holds a central role in neurodevelop-
ment, synaptic remodeling, and neuroregeneration. A deeper understand-
ing of these mechanisms can pave the way for innovative strategies in the
treatment of neurological disorders and applications in regenerative med-
icine. Future research, by delving into the effects of calcium signaling on
the nervous system, aims to enhance neurological health at both individual
and societal levels.
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INTRODUCTION

The mechanism of the nervous system, which fights for the balance
within the body, is essential for the existence of an organism. When we talk
about homeostasis, we are actually talking about the internal balance of an
organism and it takes a lot of energy to maintain this balance. The nervous
system and other organs have sufficient aerobic capacity to fulfil homeo-
static requirements. However, sometimes the organs may need a little help.
When this happens, they communicate their energy requirements to the
‘higher’ layers of the control hierarchy. Both ‘local’ (such as hunger and
eating) and ‘global’ (such as the whole brain) systems that maintain energy
balance work in an ‘interactive’ and ‘at least mostly cooperative’ manner to
keep the internal state of the organism in balance. In this context, according
to Ross (2019), resonance is a reality that optimises the transfer of energy
and information by vibrating in harmony with the natural frequencies of
systems. Defined as the amplification of vibrations in a system in response
to a specific frequency, resonance is extremely important for signal trans-
mission and energy optimisation in biological systems. According to Levin
and Dunn-Meynell (1999), it is very important for signal transmission, en-
ergy optimisation and control of system dynamics in biological systems.

The aim of this study is to investigate the functional mechanisms of
resonance in the nervous system and its effect on homeostasis, which is
considered as a fundamental element that increases the information pro-
cessing capacity of neural networks, provides energy efficiency and main-
tains homeostatic balance. Accordingly, in order to better understand how
resonance affects biological systems and thus open the door to new de-
velopments in biotechnological and medical applications, this study will
discuss how brain resonance supports energy efficiency and controls neural
network communication (Chen & Zhang, 2021).

NERVOUS SYSTEM EFFECTS OF RESONANCE

Periodic electrical fluctuations, called neuronal oscillations, enable
the timing and coordination of brain activity. Resonance enables the ampli-
fication and control of nervous system oscillations, which are necessary for
information processing, synaptic connections and overall system coordina-
tion (Buzsaki, 2006; Fries, 2005). Thus, resonance provides a fundamental
mechanism for coordinating, amplifying and maximising neuronal oscilla-
tions in the neurological system (Tort et al., 2010). However, dysregulated
resonance and oscillatory patterns have also been associated with a num-
ber of neurological diseases, such as epilepsy and Alzheimer’s disease, in
which disturbances in these oscillatory patterns are observed (Staba et al.,
2004; Iaccarino et al., 2016).
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NEURONAL RESONANCE AND SYNAPTIC CONDUCTANCE

It is known that the brain relies heavily on neuronal oscillations,
especially at the y (gamma) frequency (~30-80 Hz), to process informa-
tion. These oscillations increase synaptic efficiency and control cognitive
processes such as memory and attention during resonance (Buzsaki &
Draguhn, 2004). Resonance enables more efficient information process-
ing by coordinating neuronal oscillations at certain frequencies in the
brain system. Neurons therefore interact by sending electrical and chemi-
cal signals. Since the energy efficiency of the neuronal system affects the
metabolic balance in general, this connection between brain activity and
energy systems is very important. The complex biocybernetics in homeo-
static systems tries to maintain metabolic and neurological balance by con-
trolling this functioning (Goldstein & Kopin, 2017). Therefore, in order for
brain networks to function harmoniously, resonance is of great importance
during neuron-to-neuron transmission. According to Siegel et al. (2012),
high-frequency oscillations, especially gamma waves, are crucial for mem-
ory, learning and attention-related activities. Thanks to recent advances in
optogenetics, these oscillatory activities can now be controlled, which can
provide important information about their function in cognition and their
therapeutic use (Boyden et al., 2005). On the other hand, it has been shown
that hyper-synchronisation of neuronal oscillations, i.e. amplification of
gamma oscillations in focal areas, may also promote seizure development
in epilepsy (Staba et al., 2004).

NATURAL FREQUENCIES AND RESONANCE

Each neuronal network and brain region has a specific frequency val-
ue. For example, research on the hippocampus and cortex has shown that
these two regions resonate at specific frequencies (Tort et al., 2010).

Hippocampus and Thalamus: The resonance between these two
structures contributes to the regulation of wakefulness and sleep cycles
(Fries, 2005).

Cerebral Cortex: The resonance between alpha and beta waves in
response to external perceptions enables more efficient control of cognitive
processes and motor movements (Siegel et al., 2012). In addition, changes
in cortical oscillation patterns, such as altered alpha rhythms, have been
identified as biomarkers for cognitive impairments in Alzheimer’s disease
(Smith et al., 2020).

ENERGY AND HOMEOSTASIS IN NEURAL SYSTEMS

The role of resonance in the brain is closely related to energy efficien-
cy. Neurons require significant amounts of energy to maintain their elec-
trochemical gradient. This energy is optimised when resonance increases
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the synchronisation of oscillatory patterns. The metabolic processes that
regulate the efficiency of these energy exchanges are critical for maintain-
ing homeostasis, as the balance between energy supply and demand must
be constantly regulated. Furthermore, calcium signalling, which plays a
central role in synaptic transmission and plasticity, is closely linked to both
energy metabolism and resonance events (Clapham, 2007; Hille, 2001).
Disruptions in these mechanisms not only lead to metabolic inefficiencies,
but can also cause degenerative diseases such as Alzheimer’s disease and
epilepsy. In recent years, machine learning techniques have been used to
detect early biomarkers of these conditions by analysing oscillatory pat-
terns (He et al., 2018).

NATURAL STRUCTURE OF NEURONAL OSCILLATIONS

The coherent rhythmic activities of each neuron and the neuronal net-
work are recognised as neuronal oscillations. The main characteristics of
these oscillations are given below:

Frequency: It is the number of oscillations per second. Certain fre-
quencies are associated with different brain activities (Buzsaki, 2006).

Amplitude: The strength or intensity of oscillations (Fries, 2005).

Phase: It is the specificity of a moment in the oscillation cycle (Tort
et al., 2010).

All these features can increase the functionality of oscillations by in-
teracting with external stimuli during resonance (Siegel et al., 2012). For
example, it has been shown that altered beta oscillations lead to impair-
ments in motor control in Parkinson’s patients. Therefore, deep brain stim-
ulation has been shown to be effective in modulating these oscillations
(Brown et al., 2001; Kiihn et al., 2008).

BASIC MECHANISMS OF NEURONAL OSCILLATIONS AND
FREQUENCY WAVES

Different regions in the brain coordinate brain functions by oscillat-
ing at different frequencies. These oscillations occur at different levels,
from the activity of individual nerve cells to large networks of nerve cells.
Thus, the brain optimises its functions such as information processing,
storage and transmission by using different oscillation frequencies (Buzsa-
ki, 2006). Therefore, it is also necessary to study the basic mechanisms
of neuronal oscillations in terms of biophysical principles, functional or-
ganisation and properties of frequency waves. Thus, each frequency wave
regulates the dynamic interaction between neuronal networks by serving
specific functional processes in the brain (Wang, 2010). Resonance helps
us understand how these oscillations are amplified and regulated by spe-
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cific external stimuli or internal neuronal activities. Neuronal oscillations,
each corresponding to a specific physiological or cognitive function, are
classified in different frequency ranges (Fries, 2005):

Delta Waves (0.5-4 Hz)

Function: Deep sleep is associated with regeneration and unconscious
processes (Brown, 2018).

Source: Cortex and thalamus.
Theta Waves (4-8 Hz)

Function: It plays a role in learning, memory consolidation and spa-
tial navigation (Colgin, 2013).

Source: Especially the hippocampus and limbic system.

Alpha Waves (8-12 Hz)

Function: Rest is associated with mild concentration, with meditation
(Bazanova & Vernon, 2014).

Source: Cortex, especially occipital and parietal regions.

Beta Waves (12-30 Hz)

Function: It is related to active thinking, problem solving and motor
coordination (Engel & Fries, 2010).

Source: Motor cortical areas and frontal lobe.
Gamma Waves (30-80 Hz)

Function: It is associated with the formation of awareness, the re-
alisation of perception and higher cognitive functions (Buzsaki & Wang,
2012).

Resources: Extensive networks that coordinate between different re-
gions of the brain.

HIERARCHICAL ORGANISATION OF OSCILLATIONS

The human brain has a complex network structure regulated by neu-
ronal oscillations organised at different scales. These oscillations consist
of both local and large-scale neural networks and operate in a hierarchical
order to increase the functional efficiency of the brain (Brown, 2018). The
hierarchical organisation of neuronal oscillations is called the system form
in which they operate simultaneously at different frequencies and these
activities are integrated (Garcia et al., 2021):
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Local Oscillations (Micro-Level): These are oscillations that occur
within a neuron or a small group of neurons. These oscillations play an
important role in local information processing (Jones & Taylor, 2019).

Regional Oscillations (Meso-level): These are oscillations that cover
neuronal networks in specific brain regions.

Large-Scale Oscillations (Macro-Level): Large-scale oscillations that
facilitate communication between different regions of the brain.

Cross Frequency Interactions: These are processes in which oscilla-
tions at different frequencies interact with each other (Canolty & Knight,
2010).

LOCAL OSCILLATIONS (MICRO LEVEL)

Local oscillations produced by individual neurons or small groups of
neurons regulate local information processing and play a crucial role in un-
derstanding brain function and in medical research. These oscillations are
particularly important when studying the electrical activities of the brain
at the micro-level and their effects on health. Local oscillations refer to
electrical vibrations between individual neurons or small neuronal groups.
These oscillations form the basic building blocks that shape the behaviour
of larger neuronal networks. Local oscillations are extremely important
for information processing, signal integration, and communication at the
micro-level (Jones & Taylor, 2019).

LINKING LOCAL OSCILLATIONS TO NEURONAL
OSCILLATIONS

Local oscillations form the foundation for larger-scale neuronal os-
cillations. This relationship can be summarized as follows (Garcia et al.,
2021):

Micro to Macro Transition: Local oscillations between individu-
al neurons synchronize through synaptic communication to form larger,
macro-level oscillations (e.g., those measured by EEG). Synchronization
of local oscillations in a cortical region enables communication between
different brain regions. Buzséaki (2006) explored how local oscillations
synchronize with larger neuronal networks, emphasizing the role of syn-
aptic plasticity in this process. It was shown that macro-level oscillations
measured by EEG arise from the synchronization of local oscillations, and
these play a key role in learning processes.

Functional Dependence: Synaptic plasticity and neuronal connec-
tions: Local oscillations support synaptic plasticity (learning) and the
strengthening of neuronal connections. For larger-scale neuronal oscilla-
tions to function correctly, local oscillations must remain stable and coher-
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ent. Fries (2005) found that synchronized gamma oscillations (30-80 Hz)
support learning and attention processes.

Dynamic interactions: The stabilization and strengthening of synap-
tic connections enhances the contribution of local oscillations to the larg-
er-scale dynamics of the brain (Jones & Taylor, 2019).

PATHOLOGICAL CONDITIONS

Epilepsy and Hyper-Synchronization: Disturbances in local oscillations
can lead to neurological disorders such as epilepsy, Alzheimer’s, and Parkin-
son’s disease. Staba et al. (2004) demonstrated that abnormal gamma oscilla-
tions in focal regions of the brain can be used to predict the onset of seizures.

Neurodegenerative Diseases: laccarino et al. (2016) showed that
optogenetic enhancement of gamma oscillations in Alzheimer’s patients
accelerates the clearance of amyloid beta plaques.

Depression and Alpha Oscillations: Levitt et al. (2020) discovered
that Transcranial Magnetic Stimulation (TMS) could alleviate symptoms
of depression by modulating alpha oscillations.

Parkinson’s Disease and Beta Oscillations: Brown et al. (2001)
found that Deep Brain Stimulation (DBS) improves motor symptoms in
Parkinson’s patients by reducing abnormal beta oscillations.

MEDICAL IMPORTANCE

The study of local oscillations is crucial for understanding brain dis-
eases and developing treatment strategies. EEG and Local Field Potential
(LFP) measurements can be used to detect abnormalities by analyzing lo-
cal and neuronal oscillations (Smith et al., 2020). Disturbances in beta and
gamma oscillations are recognized as biomarkers for the early diagnosis of
Alzheimer’s disease (Kiihn et al., 2008).

TREATMENT AND INTERVENTION

DBS and Parkinson’s Disease: DBS improves motor symptoms by
regulating abnormal beta oscillations in subcortical structures (Kiihn et al.,
2008).

TMS and Depression: TMS alleviates symptoms of depression by
modulating alpha oscillations (Levitt et al., 2020).

Optogenetics and Gamma Oscillations: Enhancing gamma oscilla-
tions through optogenetic methods shows promise for treating Alzheimer’s
disease (laccarino et al., 2016).

Photobiomodulation Therapy: This therapy regulates synaptic activi-
ties by enhancing neuronal energy production (Hamblin, 2017).
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RESEARCH AND FUTURE PERSPECTIVES

Local oscillations play a crucial role in understanding the micro-level
functionality of the brain, as well as in the diagnosis and treatment of neu-
rological disorders. These oscillations provide insights into brain function
across a broad spectrum, from synaptic communication to system-level
interactions within neuronal networks. A better understanding of local os-
cillations is key to developing new approaches for treating neurological
diseases and improving clinical interventions (Wilson, 2022).

Optogenetics and local oscillations: Optogenetics explores how lo-
cal oscillations are generated and propagated across larger networks using
light-controlled neurons. Boyden et al. (2005) proposed that optogenetic
technology could be used to manipulate neuronal oscillations in a con-
trolled manner and treat neurological diseases. This technique allows re-
searchers to investigate how local oscillations strengthen synaptic connec-
tions and increase coordination between neural networks (Jones & Taylor,
2019).

Machine learning and early diagnosis: By analyzing data from local
oscillations using machine learning algorithms, early diagnoses of neuro-
logical diseases can be made. He et al. (2018) developed a model capable
of detecting synaptic changes in the early stages of Alzheimer’s disease
using EEG and local oscillation data. This approach offers significant op-
portunities for treating the disease before it progresses.

Individualized Treatment Methods: By analyzing individual pat-
terns of local oscillations, personalized treatment strategies can be devel-
oped. Schneider et al. (2016) emphasized that understanding individual
neuronal oscillation patterns can lead to more tailored treatment plans. In
particular, modulating individual oscillations has shown potential for im-
proving treatment outcomes in diseases such as depression and Parkinson’s
disease.

Innovative Technologies and Future Perspectives: Future research
will deepen our understanding of local oscillations through the integration
of technologies such as optogenetics, neuroscience, and artificial intelli-
gence. Miller et al. (2017) noted that the use of Al to analyze local oscil-
lation data could accelerate the diagnosis of neurological diseases and en-
hance personalized treatment approaches. Combining these technologies
has the potential to greatly improve patient care.
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RELATIONSHIP OF LOCAL OSCILLATIONS WITH NEURO-
NAL MEMBRANES AND IONIC MECHANISMS

NEURONAL MEMBRANES AND ION CHANNELS

The neuronal membrane is a lipid bilayer structure that regulates the
ionic balance between the inside and outside of the cell.

The main components that contribute to electrical oscillations are
as follows: Membrane potential and ion balance: The neuronal membrane
creates a potential difference across its inner and outer surfaces, which is
mainly due to the selective permeability of ions and the differences in ionic
concentrations inside and outside the cell. The resting potential is typically
around -70 mV and is largely influenced by potassium (K*) ion distribution
(Jones & Taylor, 2019).

Ionic pumps and channels: The sodium-potassium pump (Na'/
K*-ATPase) maintains the resting potential by regulating ion balance. Volt-
age-sensitive ion channels (such as Na*, K*, and Ca?** channels) are funda-
mental for generating action potentials and local oscillations. Ligand-gated
channels are essential for synaptic communication (Hille, 2001).

Ion currents and electrical activity: lon movement across the mem-
brane generates electrical currents, which are the basis of local oscillations
(Hodgkin & Huxley, 1952).

IONIC MECHANISMS IN THE FORMATION OF LOCAL
OSCILLATIONS

Ion Currents: The opening of voltage-sensitive Na* channels leads
to Na'" influx, causing membrane depolarization. Repolarization occurs
when K* channels open, allowing K* ions to flow out (Hille, 2001). Calci-
um (Ca?") ions are crucial for synaptic vesicle release and synaptic com-
munication. Ca?" currents also play a role in long-term synaptic plasticity
(Clapham, 2007).

Role of Ion Channels in Oscillations: Fast oscillations (e.g., gam-
ma frequency) are controlled by voltage-dependent Na* and K* channels
(Fries, 2005). Slow oscillations are associated with ligand-gated Cl~ or K*
channels (Buzsaki, 2006).

Role of Resistance and Capacity: The capacitive properties of the
neuronal membrane influence ion movement. This capacitance affects the
fluctuation rate of local electrical activity (Jones & Taylor, 2019).
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LOCAL OSCILLATIONS AND NEURONAL MEMBRANE
PROPERTIES

Membrane impedance: The membrane functions like a capacitor,
storing electrical charges. This property allows the cell to generate both
fast and slow oscillations (Hodgkin & Huxley, 1952).

Dendritic oscillations: Local oscillations occur not only in the cell
body but also in the dendrites and axons. Voltage-dependent ion channels
in the dendritic regions generate local oscillations in response to synaptic
inputs (Stuart et al., 1997).

FUNCTIONAL ROLE OF LOCAL OSCILLATIONS

Information processing and synchronization: Local oscillations
help neurons integrate various synaptic inputs. Oscillations in dendrites
are crucial for signal processing (Magee, 2000).

Synaptic plasticity: Calcium-dependent mechanisms strengthen syn-
aptic connections (Clapham, 2007).

Network synchronization: Local oscillations coordinate rhythmic
activities across larger neuronal networks, providing synchronization be-
tween groups of neurons (Buzsaki, 2006).

LOCAL OSCILLATIONS IN PATHOLOGICAL CONDITIONS

Epilepsy: Local oscillations can grow and spread abnormally during
epileptic seizures. Staba et al. (2004) attributed this to uncontrolled ion
channel activity.

Parkinson’s Disease: Increased beta oscillations in the basal ganglia
are associated with motor symptoms. DBS improves motor functions by
reducing these abnormal oscillations (Brown et al., 2001).

MEDICAL AND RESEARCH PERSPECTIVES

Drugs: Na* channel blockers for epilepsy and K* channel activators
for Parkinson’s disease are used to stabilize local oscillations (Kandel et
al., 2013).

Optogenetic methods: Local oscillations can be modulated by con-
trolling specific ion channels using light (Boyden et al., 2005).

Brain-computer interfaces: The interaction of local oscillations with
ionic mechanisms can enhance the sensitivity of signal processing (He et
al., 2018).
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INTERCELLULAR CONNECTIONS AND LOCAL
OSCILLATIONS

Intercellular connections are essential for the emergence, synchroni-
zation, and integration of local oscillations into large-scale neuronal oscil-
lations (Jones & Taylor, 2019). These connections include:

Chemical Synapses: Chemical synapses enable communication be-
tween neurons. Presynaptic neurons release neurotransmitters, and post-
synaptic neurons receive these signals. This communication initiates local
oscillations by generating excitatory postsynaptic potentials (EPSPs) or in-
hibitory postsynaptic potentials (IPSPs). Activation of glutamate receptors
(AMPA and NMDA) increases local excitatory oscillations through EPSPs
(Brown, 2018).

Electrical Synapses (Gap Junctions): Electrical synapses allow direct
ion flow between cells, enabling local oscillations to propagate rapidly and
synchronously. These are especially common among interneurons and play
a key role in coordinating gamma oscillations (30-100 Hz) (Garcia et al.,
2021).

Neurotransmitters and Neuromodulators: Neurotransmitters and neu-
romodulators can propagate beyond the synaptic gap to affect surrounding
regions, allowing local oscillations to spread across larger areas (Wilson,
2022).

CHARACTERISTICS OF LOCAL OSCILLATIONS IN
INTERCELLULAR CONNECTIONS

Intercellular connections help synchronize local oscillations between
neurons, contributing to larger-scale neuronal oscillations (e.g., alpha and
beta waves observed in EEG). This synchronization creates timing and
phase coherence between brain regions. The balance between excitatory
(glutamatergic) and inhibitory (GABAergic) signals through chemical
synapses determines the frequency and amplitude of local oscillations.
Excitatory inputs accelerate oscillations (e.g., gamma frequency), while
inhibitory inputs result in slower oscillations (e.g., delta frequency). The
electrical activity resulting from synaptic inputs can be recorded as local
field potentials (LFPs), which measure the effect of intercellular connec-
tions on local oscillations (Brown, 2018).

EFFECTS OF LOCAL OSCILLATIONS ON
INTERCELLULAR CONNECTIONS

Local oscillations not only shape intercellular connections but also
influence their structure and function (Wilson, 2022).
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Synaptic Plasticity: High-frequency local oscillations (>30 Hz) favor
synaptic strengthening, a process known as long-term potentiation (LTP).
In contrast, low-frequency oscillations (1-5 Hz) trigger synaptic weaken-
ing, known as long-term depression (LTD). These mechanisms form the
biological basis for learning and memory (Jones & Taylor, 2019).

Phase Synchronization: Intercellular connections help synchronize the
phases of oscillations, improving the efficiency of synaptic transmission.
For example, the likelihood of synaptic strengthening increases when pre-
synaptic and postsynaptic neurons are in the same phase (Garcia et al.,
2021).

Dynamic Modulation: Local oscillations modulate synaptic activity
based on timing. Spike-Timing-Dependent Plasticity (STDP) refers to syn-
aptic strengthening or weakening depending on the timing of presynaptic
and postsynaptic activities (Smith et al., 2020).

LOCAL AND NEURONAL OSCILLATIONS: FROM MICRO
TO MACRO

Intercellular connections make local oscillations part of larger neu-
ronal networks. In cortical regions, local oscillations are organized into
small neuronal networks (microcircuits), which contribute to large-scale
neuronal oscillations. Connections between different brain regions (e.g.,
thalamocortical pathways) integrate local oscillations with global oscilla-
tions. For example, thalamocortical connections are crucial for regulating
delta oscillations during sleep (Wilson, 2022).

ABNORMALITIES IN INTERCELLULAR CONNECTIONS
AND LOCAL OSCILLATIONS

Disruptions in intercellular connections can lead to dysregulation of
local oscillations, affecting neuronal functions. Abnormal intercellular
connections can cause hyper-synchronized local oscillations, leading to
epileptic seizures. In schizophrenia, disrupted synchronization of gamma
oscillations is caused by defects in intercellular connections. In Alzhei-
mer’s disease, synaptic losses cause disruptions in local oscillations and
neuronal synchronization, significantly impacting memory and cognitive
function. In Parkinson’s disease, abnormal beta oscillations (13-30 Hz) in
the basal ganglia are associated with disruptions in intercellular connec-
tions (Jones & Taylor, 2019).

MEDICAL AND RESEARCH PERSPECTIVES

Deep Brain Stimulation (DBS): Electrical stimulation techniques reg-
ulate local oscillations by modulating abnormal intercellular connections.

Transcranial Magnetic Stimulation (TMS): This technique is used
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therapeutically to investigate how local oscillations affect intercellular
connections.

Optogenetic Techniques: These allow precise control of local oscilla-
tions in intercellular connections.

The relationship between local oscillations and intercellular connec-
tions forms the foundation of the brain’s information processing capacity.
This dynamic relationship is vital for understanding neurological diseases
as well as cognitive processes like learning, memory, and perception (Gar-
cia et al., 2021).

REGIONAL OSCILLATIONS (MESO LEVEL) AND
NEURONAL OSCILLATIONS

At the micro level, neuronal oscillations are rhythmic electrical activ-
ities of individual neurons or small groups of neurons. These activities are
caused by events such as action potentials and postsynaptic potentials. Re-
gional oscillations at the meso level are the synchronized electrical activity
of cortical columns or groups of neurons in a specific brain region (Jones
& Taylor, 2019).

SOURCE OF REGIONAL OSCILLATIONS

Regional oscillations are formed by the coordinated action of individ-
ual neuronal oscillations. The basic components of these structures are:

Local Neuronal Networks: Interneurons and pyramidal cells form the
basis of regional oscillations.

Interneurons: Especially GABAergic interneurons shape gamma (30-
100 Hz) oscillations (Buzsaki, 2006).

Pyramidal Cells: These cells play a role in regulating alpha and beta
oscillations through excitatory inputs.

REGIONAL CONNECTIONS

Connections such as cortical columns and thalamocortical circuits or-
ganize groups of neurons to produce regional oscillations. Thalamocortical
connections are especially important for the formation of delta waves (1-4
Hz) during sleep (Wilson, 2022).

IONIC AND SYNAPTIC MECHANISMS
Fast Oscillations: These are supported by Na* and K* currents.

Slow Oscillations: Ca?*" waves play an important role in these mecha-
nisms (Clapham, 2007).
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RELATIONSHIP BETWEEN REGIONAL AND NEURONAL
OSCILLATIONS

Regional oscillations arise from the synchronization of individual
neuronal oscillations.

Phase-Locking: Neuronal oscillations adjust to a specific phase of
regional oscillations. For example, fast gamma oscillations are locked to
specific phases of slower theta waves (4-8 Hz) (Fries, 2005).

Lower and Upper Frequencies: Lower frequencies (e.g., delta, theta)
regulate broader regional oscillations and provide overall synchronization,
while higher frequencies (e.g., gamma) are used for more localized infor-
mation processing tasks.

Information Processing and Transmission: Regional oscillations sup-
port communication between different brain regions. For example, theta
oscillations establish communication between the prefrontal cortex and the
hippocampus (Smith et al., 2020).

THE ROLE OF REGIONAL OSCILLATIONS IN COGNITIVE
FUNCTIONS

Sensory Processing: Gamma frequency neuronal oscillations synchro-
nize with beta and alpha oscillations, facilitating efficient processing of
sensory inputs (Brown, 2018).

LEARNING AND MEMORY

Theta Frequency in the Hippocampus: Theta waves are crucial for
learning and memory processes. High-frequency gamma oscillations,
when synchronized with the phase of theta oscillations, help strengthen
memory processes (Buzsaki, 2006).

Attention and Decision Making: In the prefrontal cortex, the interac-
tion between beta and gamma oscillations plays a key role in attention and
decision-making processes (Fries, 2005).

REGIONAL AND NEURONAL OSCILLATION
RELATIONSHIP IN PATHOLOGICAL CONDITIONS

Epilepsy: In epilepsy, hyper-synchronized neuronal oscillations lead
to abnormal growth of regional oscillations.

Schizophrenia: In schizophrenia, the disruption of gamma oscillations
is linked to disconnection at both the neuronal and regional levels (Garcia
etal., 2021).

Alzheimer’s Disease: In Alzheimer’s, decreased theta oscillations and
disrupted gamma oscillations cause dysfunction in hippocampal and corti-
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cal networks, which impairs cognitive function (Smith et al., 2020).

Parkinson’s Disease: In Parkinson’s disease, increased beta oscilla-
tions disrupt motor networks and affect the normal pattern of neuronal os-
cillations (Wilson, 2022).

RESEARCH AND APPLICATIONS

Deep Brain Stimulation (DBS): DBS is used to alleviate symptoms of
conditions such as Parkinson’s disease and epilepsy (Kiihn et al., 2008).

Transcranial Magnetic Stimulation (TMS): TMS can regulate regional
and low-level neuronal oscillations, offering therapeutic benefits (Smith et
al., 2020).

Brain-Computer Interfaces: Regional oscillations are utilized to read
and control neurological signals, aiding in the development of brain-com-
puter interfaces.

Artificial Neural Networks: Regional and neuronal oscillations are
modeled to improve the efficiency of artificial neural networks (Miller et
al., 2017).

CROSS-FREQUENCY COUPLING (CFC)

CFC refers to the coupling of oscillations in different frequency bands,
where the activities of one frequency band are dependent on another. Sev-
eral mechanisms facilitate this coupling:

Phase-Amplitude Coupling (PAC): The phase of a low-frequency os-
cillation modulates the amplitude of a high-frequency oscillation. For in-
stance, the phase of hippocampal theta waves (4-8 Hz) can modulate the
amplitude of gamma oscillations (30-100 Hz).

Frequency-Frequency Coupling: Oscillations at two different frequen-
cies are directly dependent on each other.

Amplitude-Amplitude Coupling: The amplitudes of oscillations at dif-
ferent frequencies become related.

Phase-Phase Coupling: There is a consistent relationship between the
phases of different frequency bands.

RELATIONSHIP BETWEEN CROSS-FREQUENCY
COUPLING AND NEURONAL OSCILLATIONS

Neuronal oscillations represent rhythmic electrical activity in differ-
ent brain regions, operating in various frequency bands. CFC allows these
frequencies to coordinate with each other, fulfilling several key functions:
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Combining Different Time Scales: Low-frequency oscillations (e.g.,
delta, theta) operate over broader time scales, while high-frequency os-
cillations (e.g., gamma) work on faster time scales. By combining these
different time scales, CFC facilitates both short-term and long-term pro-
cessing in the brain.

Integrating Local and Global Processing: Low-frequency oscillations
help regulate global synchronization between large brain regions, while
high-frequency oscillations support more localized information process-
ing. CFC integrates these two levels to coordinate both large-scale and
local processing.

Neuronal Coding: Neuronal populations use phase-based coding
through CFC. For example, different phases of low-frequency theta oscil-
lations may represent different types of information, while gamma oscilla-
tions may encode specific details.

Long and Short Range Connections: CFC supports long-distance
communication between different brain regions. For instance, theta-gam-
ma coupling between the prefrontal cortex and hippocampus helps coordi-
nate learning and memory processes.
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Figure 1: Synchronized oscillations between neurons, connections at the micro
and meso levels, interactions of different frequency waves (e.g., theta, gammay),
and pathways between brain regions.
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THE ROLE OF CROSS-FREQUENCY COUPLING IN
COGNITIVE FUNCTIONS

Cross-frequency coupling (CFC) plays a crucial role in various
cognitive functions of the brain. The hippocampus, for example, is key
to learning and memory processes. Theta-gamma coupling enables the
creation and recall of memory traces. Different phases of low-frequency
theta waves carry distinct information, while the amplitude of gamma os-
cillations modulates this information. For instance, when recalling a list
of words in working memory, each word is encoded in a different phase
of the theta cycle. Alpha-gamma coupling, on the other hand, is promi-
nent in attention processes. Alpha waves (8-12 Hz) help regulate attention
by selectively focusing on specific regions, ensuring gamma oscillations
are directed where needed. The prefrontal cortex also shows coupling be-
tween different frequency bands, particularly beta-gamma coupling, which
is important for motor preparation and decision-making. During sleep,
delta-gamma coupling supports the brain’s ability to process information
and consolidate learning. For example, in deep sleep, delta waves regulate
synaptic plasticity and integrate with sleep spindles to support memory
consolidation.

NEURAL MECHANISMS OF CROSS-FREQUENCY
COUPLING

Several mechanisms explain the neural basis of CFC:

Phase-Amplitude Modulation: Neuronal groups are sensitive to the
phase of low-frequency oscillations. These groups exhibit high-frequency
activity aligned with the phase of the low-frequency oscillations. For ex-
ample, neuronal activity may peak during the maximum phase of the theta
cycle.

Neuromodulatory Systems: Neurotransmitters such as dopamine,
serotonin, and acetylcholine regulate the activity and dynamics of different
frequency bands, influencing CFC.

Synaptic Plasticity: CFC also affects the processes of synaptic
strengthening or weakening, depending on the timing of presynaptic and
postsynaptic activities.
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ABNORMALITIES IN CROSS FREQUENCY COUPLING

Disruptions in CFC are linked to various neurological and psychiatric
disorders. In epilepsy, abnormal CFC leads to hyper-synchronization of
neuronal groups, which facilitates the spread of seizures. In schizophre-
nia, reduced theta-gamma coupling between the prefrontal cortex and hip-
pocampus is associated with disturbances in perception and memory. In
Parkinson’s disease, abnormal beta-gamma coupling contributes to motor
symptoms. In Alzheimer’s disease, reduced theta-gamma coupling leads to
impaired memory and cognitive decline.

RESEARCH AND APPLICATIONS

Deep brain stimulation (DBS) is used in clinical practice to regu-
late CFC. Neurofeedback allows individuals to improve CFC dynamics
by monitoring their own brain activity. Brain-Computer Interfaces (BCI),
information about coupling between different frequency bands is used
in signal processing and control mechanisms. Cross-frequency coupling
(CFCQ) is a critical mechanism that enables synchronisation and coordina-
tion between neuronal oscillations. This process combines the information
processing capacities of the brain at different scales and plays a central role
in cognitive processes such as perception, learning and memory. The asso-
ciation of disturbances in CFC with neurological and psychiatric disorders
further increases the importance of this mechanism in medical research
and therapies.

FUNCTIONAL HIERARCHICAL ORGANISATION

Deep Brain Stimulation (DBS) is used in clinical settings to regulate
CFC, offering benefits for conditions like Parkinson’s disease. Neuro-
feedback also allows individuals to improve their own CFC dynamics by
monitoring their brain activity. Brain-Computer Interfaces (BCls) leverage
information about CFC to process and control signals between the brain
and external devices. The study of CFC is vital because it helps synchro-
nize and coordinate neuronal oscillations, facilitating the brain’s informa-
tion processing at different scales. This coordination is central to cognitive
processes like perception, learning, and memory. The association between
CFC disturbances and neurological disorders underscores its importance in
medical research and therapeutic applications.

DISRUPTION OF HIERARCHICAL ORGANISATION

Disruption of the brain’s hierarchical oscillation structure can lead to
cognitive and motor impairments. For example, excessive synchroniza-
tion in epilepsy can disrupt large-scale oscillations, while disturbances in
gamma oscillations in schizophrenia can affect cognitive processes. Un-
derstanding this hierarchical organization is crucial for both basic science
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and clinical neuroscience.
EVOLUTIONARY DIMENSION OF RESONANCE

Resonance in neuronal oscillations has likely been advantageous in
the evolutionary process, helping to increase energy efficiency. This energy
management has enabled humans to adapt more quickly to environmental
changes. In cognitive evolution, resonance mechanisms in the brain may
have paved the way for higher cognitive functions such as language, prob-
lem-solving, and creative thinking (Garcia et al., 2021).

RESONANCE AND ENVIRONMENTAL INTERACTIONS

Both natural and artificial electromagnetic fields can influence the res-
onance of biological systems. For example, the effects of new technologies
like 5G on neural resonance are currently being studied. Low-frequency
sound vibrations, such as those used in sound therapy, can help reduce
stress, manage pain, and support psychological healing by increasing res-
onance. Additionally, certain wavelengths of light (e.g., red and near-in-
frared) have been shown to improve mitochondrial function by enhancing
resonance at the cellular level, a technique used in photobiomodulation
therapy (Smith et al., 2020).

FUTURE RESEARCH DIRECTIONS

Collaborative research across fields like physics, biology, neurology,
and engineering will help unravel the complex nature of resonance in the
brain. Artificial intelligence (Al) and deep learning algorithms can also be
employed to model the role of resonance in neural and metabolic systems,
allowing for personalized treatments. Developing biomarkers to measure
individual differences in resonance could pave the way for more precise,
personalized medical interventions (Brown, 2018).
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The Mechaneines of of Resonnce
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Figure 2. This diagram illustrates the mechanisms of resonance in the brain,
highlighting the interaction between key areas such as the prefrontal cortex,
hippocampus, amygdala, and motor cortex. It shows how resonance affects

memory, emotion, and motor control, as well as the role of neuronal oscillations
(Gamma, Beta, Alpha, Theta, Delta waves) in synchronizing signals for optimal
brain function.

CONCLUSION

The complex interplay between resonance in neuronal oscillations,
energy optimization, and homeostasis is essential for proper brain func-
tion. Resonance not only enhances the efficiency of information processing
but also contributes to the metabolic balance needed to sustain cognitive
and neural activities. Maintaining energy homeostasis in neural systems is
a critical area of research in both neuroscience and biomedical sciences.
Emerging therapies like photobiomodulation are showing promise in re-
storing normal oscillatory activity in neural disorders. Understanding the
hierarchical organization of neuronal oscillations and the role of resonance
could significantly improve how we enhance brain function and treat neu-
rological and psychiatric conditions. As research progresses, new discov-
eries in this field will open up innovative approaches to optimizing neural
function and treating pathological conditions.
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